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Abstract—Automatically generating unit tests is a powerful approach to exercise complex software. Unfortunately, current techniques often fail to provide relevant input values, such as strings that bypass domain-specific sanity checks. As a result, state-of-the-art techniques are effective for generic classes, such as collections, but less successful for domain-specific software. This paper presents TestMiner, the first technique for mining a corpus of existing tests for input values to be used by test generators for effectively testing software not in the corpus. The main idea is to extract literals from thousands of tests and to adapt information retrieval techniques to find values suitable for a particular domain. Evaluating the approach with 40 Java classes from 18 different projects shows that TestMiner improves test coverage by 21% over an existing test generator. The approach can be integrated into various test generators in a straightforward way, increasing their effectiveness on previously difficult-to-test classes.

I. INTRODUCTION

Automated test generation is a powerful approach to create inputs for exercising a software under test with minimal human effort. Existing approaches use a wide range of techniques, ranging from feedback-directed random test generation [5], [37], [39], over search-based approaches [11], [17], to symbolic reasoning-based test generators [8], [21], [45], [52]. Despite all successes, test generation still suffers from non-trivial limitations. For example, a study reports that only 19.9% of bugs in a well known collection of existing faults are revealed by the test suites generated by three state-of-the-art test generators [48].

An important limitation is that test generators often fail to cover a buggy statement because the inputs provided in the test do not enable the code to bypass sanity checks that reject invalid inputs. In particular, creating bug-revealing inputs often requires suitable strings, but creating such strings requires domain knowledge about the software under test, which existing test generators do not have. For example, consider testing a class responsible for parsing SQL statements. Testing the class with a randomly generated string is highly unlikely to reach deeply into the code because the invalid input is discarded quickly due to a parse error.

State-of-the-art test generators obtain input data, such as strings, in various ways. First, most generators use randomly generated values or values from a fixed pool, which are cheap to obtain but unlikely to match domain-specific data formats. For example, Randoop [37] often uses the value “hi!” as a string value. Second, some test generators extract constants, e.g., stored in fields of the class under test, and return values of previously called methods and use these values as inputs. This approach is effective if suitable constants and methods are available, but fails otherwise.

Third, some test generators symbolically reason about expected values [22], e.g., based on a constraint solver able to reason about strings [55]. While effective, this approach often suffers from scalability issues and may not provide the best cost-benefit ratio, which is crucial for testing [6]. Finally, some test generators rely on a grammar that describes expected string values [20], [54]. However, including grammars for all, or even most, domain-specific input formats into a general-purpose test generators is impractical.

This paper present TestMiner, a novel technique to address the problem of generating domain-specific input values suitable for a given software under test. The key idea is to exploit the wealth of information available in existing code bases, in particular in existing tests, using an information retrieval-inspired mining technique that predicts input values suitable for testing a particular method. The approach consists of two phases. At first, the approach extracts literals from the source code of existing tests and indexes them for quick retrieval. Then, a test generator queries the mined data for values suitable for a given method under test. These predicted values are then used as test inputs during test generation. Our idea can be incorporated into any automated test generator that requires input values of primitive types or strings.

In summary, this paper makes the following contributions:

• Information Retrieval for Test Inputs. We are the first to exploit the knowledge hidden in large amounts of existing code to address the problem of finding suitable input values for testing.

• Scalable and Efficient Prediction of Domain-specific Values. We present a scalable and efficient technique to predict input values suitable for a given method under test and show how to integrate the technique into an existing test generator.

• More Effective Test Generation. We show empirically that the presented approach positively influences the effectiveness of a state-of-the-art test generator.
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II. APPROACH

This section presents TestMiner, an approach for mining test input values from existing projects. Figure 1 gives an overview of the main steps.

A. Static Analysis of Test Suites

This first step extracts input values from a corpus of tests and associates to each literal value a context to be used later for retrieving values during test generation.

Definition 1 (Context-value pair). A context-value pair \((C, v)\) consists of a context \(C: S \rightarrow \mathbb{N}\), represented as a bag of words, and a value \(v \in \mathbb{V}\) in some value domain. The set \(S\) refers to the set of all strings.

The context \(C\) may be anything that can be represented as a bag of words. There are various options for defining the context, such as the calling context for the method under test, the type hierarchy of the program, or the signature of a method that is tested. In this work, we compute the context of a value from the fully qualified signature of the method that receives the value as an argument. This notion of context works well because fully qualified method signatures often contain rich semantic information [24].

For each test in the corpus, the static analysis collects the fully qualified method signature of all calls sites that pass a literal argument, and it annotates each argument with its static type. The analysis returns for each test a set of call site tuples.

Definition 2 (Call site tuple). A call site tuple \(S_c = (T_c, m_c, V_c)\) consists of a set \(T_c\) of fully qualified type names in which the method \(m_c\) is defined, the method name \(m_c\), and a set \(V_c\) of values passed as arguments at the call site.

For example, suppose a test case calls

\[
\text{sqlParser.parse("SELECT x FROM y")}
\]

Then the static analysis extracts, the following call site tuple:

\[
\{(\text{org.sql.SQLParser}), \text{parse}, "\text{SELECT x FROM y}"\}
\]

The set \(T_c\) may, in principle, contain multiple type names because a call may resolve to multiple methods. Our static analysis considers only the statically declared type of the base object of a call, i.e., \(|T_c| = 1\). Completely resolving all possible call targets would require a whole-program analysis, which does not scale to a large corpus. For the set \(V_c\) of values, we focus on string values in this work. Applying the idea to another value domain, e.g., integers, is straightforward. The reason is that finding suitable strings is a major obstacle for state-of-the-art test generators [48].

Finally, the analysis transforms the tuples into context-value pairs. For this purpose, the approach tokenizes the type names in \(T_c\) and the method name at dot-delimiters, splitting strings based on the camelCase and snake_case conventions, and it normalizes the remaining tokens into lowercase case. The resulting strings are then represented as a bag of words, which represents the context \(C\). For the above example, the analysis yields this context-value pair:

\[
\{(\text{org} \mapsto 1, \text{sql} \mapsto 2, \text{parser} \mapsto 2), "\text{SELECT x FROM y}"\}
\]

In the second step the approach summarizes and indexes context-value pairs for a later retrieval. The basic idea is to associate each input value with one or more hash values that summarize the context in which the input value occurs. The resulting hash map then serves efficiently retrieving values suitable for a particular context. These steps are summarized in Algorithm 1 and explained in detail here.

Algorithm 1 Summarize and index context-value pairs.

\[
\begin{array}{l}
\text{Input: Set } \mathcal{P} \text{ of context-value pairs } \\
\text{Output: Index-to-values map } \mathcal{M} \\
1: \mathcal{M} \leftarrow \text{empty map} \\
2: \text{for all } (C, v) \in \mathcal{P} \text{ do} \\
3: \quad C_{\text{weighted}} \leftarrow \text{normalize}(\text{tfidf}(C)) \\
4: \quad h \leftarrow \text{simHash}(C_{\text{weighted}}) \\
5: \quad \mathcal{M}(h) \text{ with } \mathcal{M}(h) \text{ with } v \\
6: \text{end for} \\
7: \text{return } \mathcal{M}
\end{array}
\]

1) Assigning Weights to Context Words: While some words in the context convey useful information about the domain of the tested code, others may be redundant. For example the word “sql” is crucial to describe the context for a method that expects an SQL query. In contrast, words such as “org” are very frequent and occur across unrelated domains.

To enable TestMiner to focus on the most relevant words in a context, we compute a weight for each word using the term frequency-inverse document frequency (tfidf), which represents how important a word is to a document in a corpus of documents. This measure is commonly used for information retrieval. Formally, we compute tfidf as

\[
\text{tfidf}(t, d, D) = f_{t,d} \cdot \log \left( \frac{|D|}{|\{d \in D : t \in d\}| + 1} \right)
\]

where document \(d\) is the context \(C\), a term \(t\) is a context word in \(C\), the corpus \(D\) is the set of all contexts, and where \(f_{t,d}\) is the frequency of term \(t\) in document \(d\). For the above example a low weight is assigned to “org” because this word occurs frequently in the corpus, and it assigns a relatively high weight to “sql” because this word is relatively uncommon but appears twice in the context. As a result, the approach champions the informative parts of the signature and penalizes the less informative ones.

2) Indexing with Locality-Sensitive Hashing: To index the context words, we use the locality-sensitive hash function Simhashing [10]. This class of hash functions is designed to assign to similar values a similar hash value with high probability, preserving the value similarity also in the hash space. In addition to efficient retrieval through hashing, this choice of hash function enables TestMiner to generalize beyond the exact contexts extracted from the corpus. After assigning weights to context words, TestMiner indexes the values for efficient retrieval (line 4) and stores values indexed by their hash value (line 5). The final result of the indexing step of TestMiner is a map that assigns hash values to test input values:
Definition 3 (Index-to-values map). The index-to-values map \( M : \text{Boolean}^k \rightarrow (V \rightarrow \mathbb{N}) \) assigns a bit vector of length \( k \) to a bag of values. The bag of values is itself a map that assigns each value to its number of occurrences.

This representation summarizes the context-value pairs extracted from different projects by grouping together all values with a similar context.

**B. Retrieval of Values for Test Generation**

TestMiner provides values to a test generator. When the test generator retrieves values, e.g., to pass them to constructor or method call, it is crucial to a query in a timely manner because the time budget allocated for test generation is limited.

1) **Integration into Test Generator:** As a proof-of-concept, we integrate TestMiner into the state-of-the-art feedback-directed random test generator Randoop [37]. When Randoop requires a string value, e.g., to pass it as an argument to a method under test, we override its default behavior so that it queries TestMiner for \( V_{\text{query}} \) input values with a \( P_{\text{query}} \) probability.

2) **Retrieval of Values:** Algorithm 2 summarizes how TestMiner retrieves test input values for a given query with a context \( C_q \). At first, it assigns weights to the query context words in \( C_q \) using the following weighting function:

\[
(0.5 + 0.5 \frac{f_t,q}{\max_t f_t,q}) \cdot \log \left( \frac{|D|}{|\{d \in D : t \in d\}| + 1} \right)
\]

where \( f_t,q \) is the frequency of a context word in the query and all the other terms have the same meaning as in Equation 1. These weights give the same importance to the word frequency in the query and to its inverse document frequency in the corpus, effectively prioritizing uncommon words. The weighting function prevents bias towards longer signatures that may contain multiple similar words. TestMiner matches the query context \( C_q \) against contexts that have similar bit vectors using the search algorithm presented in [33]. The search function \( \text{searchSimhash} \) returns a map \( R : \text{String} \rightarrow \mathbb{N} \) of indexed input values. This function selects values from hash indices that differ at most in \( \text{distbits} \) bits from the Simhash-merged query context. The threshold \( \text{distbits} \) controls the number of input values returned to the test generator. A high value for \( \text{distbits} \) matches against many contexts in the corpus, at the cost of high query latency and possibly unrelated values. Finally, the algorithm returns a map that represents a probability distribution across suggested values where the probability of a value is proportional to its frequency across all context-value pairs.

**Algorithm 2 Retrieve values from index-to-values map.**

**Input:** Query context \( C_q \) and index-to-values map \( M \)

**Output:** Probability distribution \( V_{\text{result}} \) of values

1. \( C_{q, \text{weighted}} \leftarrow \text{tfidfWeightsForQuery}(C_q) \)
2. \( R = \text{searchSimhash}(C_{q, \text{weighted}}, M, \text{distbits}) \)
3. \( \text{return } \text{probDistribution}(R, M) \)

**III. EVALUATION**

**A. Implementation**

We integrate TestMiner into Randoop 3.0.8, a state-of-the-art feedback-directed, random test generator [37]. The retrieval part of our approach is implemented as a server application, making easy to integrate it into other test generators.

The static analyses part of TestMiner is implemented on top of the Eclipse JDT framework [1]. Integrating TestMiner into Randoop required only to change about 100 lines in the \texttt{ForwardGenerator} class and to add about 70 lines of new code to communicate with TestMiner.

To query TestMiner for values to be passed to a method \( m \), the modified Randoop performs multiple queries with different contexts \( C_q \):

- the package, the class and the method name, and
- the class and the method name,
- the method name.

Querying with multiple contexts allows the test generator to retrieve more diverse values than with a single query because different queries emphasize different domain specific terms. We then combine all the returned values obtained from the three different queries into one set. Our implementation is publicly available at [3].

**B. Experimental Setup**

**Data to Learn From:** To learn about values suitable in a particular context, we apply TestMiner to 3,601 Java projects from the Maven Central Repository [2]. We use all projects with source code of tests, which yields 283,727 string values used in 37,821 different contexts.

**Classes Under Test:** To evaluate the effectiveness of tests generated with TestMiner, we use 40 classes from 18 open source Java projects. 20 of these classes have been previously used for evaluating test generators [19], [35], [46], [47]. We further augment the existing benchmark classes with string manipulation classes from Defects4J [27] and with parsers of different text formats. Because the overall goal of TestMiner is to suggest values for classes beyond the corpus that the approach learns from, we remove from the corpus all the call site tuples that contain a type name in the projects of the classes under test.
Test Generation: For each class under test, we generate tests using both the default version of Randoop and the TestMiner-enhanced version. We use a time budget of 5 minutes per class and repeat each experiment 10 times to account for the random-based nature of Randoop, where each experiment uses a different random seed. Similar parameters were used in previous work [48]. We run the tests using JUnit and measure test coverage using the JaCoCo library. The coverage is the ratio of executed branches and all branches in the source code of a class. All experiments are performed on a machine with 48 Intel Xeon E5-2650 CPU cores and 64GB of memory.

C. Effectiveness of Generated Tests

To assess to what extent TestMiner increases the effectiveness of generated tests, we measure the branch coverage in each class under test. Figure 2 shows the average coverage over 10 test suites generated for each class. Overall, TestMiner improves the coverage for 30 classes and decreases it for 2 classes. On average over all classes, the relative improvement is 21%, increasing coverage from 57% to 78%. A Wilcoxon signed rank test shows this increase to be statistically significant ($p < 2.7 \times 10^{-6}$). Cohen’s $d$ effect size, which is a statistical measure of the strength of the increase, is 0.87, which is considered large.

Increased Coverage: TestMiner increases coverage from 0% to more than 30% for the classes PathURN, ResourceURL, and URN because Randoop is unable to instantiate these classes. In contrast, by using domain-specific strings, TestMiner helps instantiate these classes, enabling the test generator to explore their behavior. However, for the UTF8StreamJsonParser class, TestMiner also fails to instantiate the class. Manual inspection shows that the class requires a complicated IOContext object that reads JSON files and assumes such files to exist. Providing such files is out of reach for both Randoop and TestMiner but may be addressed, e.g., by symbolic testing techniques [8].

Decreased Coverage: TestMiner decreases the branch coverage for 2 classes. A manual inspection of the produced test suites for StringEscapeUtils shows that the constant retrieval fails due to an implementation error in our prototype caused by a non-escaped unicode character that produces a communication error with the server. For DateTime and StrTokenizer, the decrease is on average, but achieves higher coverage than Randoop for some test suites, as shown by the error bars. Besides a few classes, most of the results do not show a significant difference in coverage across the 10 repetitions, i.e. the error bars are moderately small. The reason is the large timeout, which allows the test generator to reach saturation.

D. Query Result Examples

TestMiner provides to the test generator semantically rich and diverse values. The following values are examples from tests suites generated during our experiments:

1) IBAN: SCBL0000001123456702

2) SQL: ‘abc’ LIKE ‘_’

3) Network address: fe80::226:8ff:fe:da3

4) E-mail: test@example.org

However, there are also strings that do not help in testing a specific method, such as “foo” or “metadata”. Fortunately, due to the nature of feedback-directed test generation, these values are likely to be ignored in later stages of the generation process. For example, Randoop filters already seen values that did not trigger any errors during execution.

E. Performance

Analysis and Indexing: The static analysis takes several hours to process the entire corpus but finishes within a single day. Indexing the context-value pairs takes about 20 seconds.

Retrieval: Retrieving values from TestMiner takes longer than using Randoop’s hard-coded constants. To measure slows down of test generation, we compare the size of the test suites generated by Randoop and TestMiner. In the 5 minutes time budget, Randoop generates 545,895 tests, whereas the TestMiner-enhanced test generator creates only 243,494 tests, i.e., a 55% reduction. During our evaluation, millions of string values are requested by the test generator, but the number of unique queries is only 481, allowing our implementation to make extensive use of caching to keep the runtime overhead low. Overall, TestMiner slows down the test generation, but the increased runtime cost pays off because the tests generated with TestMiner are significantly more effective.

F. Influence of Parameters

TestMiner has three meta-parameters, which we set experimentally to maximize coverage increase:

- $dist_{bits} = 16$. Running TestMiner with $dist_{bits} = 4, 8$ significantly reduces branch coverage because fewer strings are returned to Randoop, which often defaults to its built-in strings. Setting $dist_{bits} = 32$ drastically increases query time and reduces the number of generated test in the time budget.

- $p_{query} = 0.5$. Running TestMiner with $p_{query} = 0.25, 0.5, 0.75$ provides a lower branch coverage.

- $V_{query} = 10$. Running TestMiner with $V_{query} = 5, 15$ provides no significant difference in branch coverage.

IV. RELATED WORK

Test Generation: There are various approach for automatically generating test cases: symbolic [8], [28] and concolic [21], [45] execution [9], [52], [53], random-based test generation [16], [37], and search-based testing [17]. Beyond unit tests, automated testing has been applied, e.g., to concurrent software [13], [39] and to graphical user interfaces [12], [14], [23], [40]. Our work is orthogonal and could be integrated into many of these approaches.

Learning From Existing Code to Improve Test Generation: Liu et al. train a neural network to suggest textual inputs for mobile apps [32]. Similar to TestMiner, they learn from existing tests how to create test inputs. Our work differs by using information retrieval instead of a neural network, by learning
from already existing tests written by developers instead of writing tests specifically for learning, and by generating unit tests instead of UI-level tests.

Testilizer [36] mines UI tests for web applications by collecting input values for generating tests. In contrast, TestMiner statically collects input values from tests written for a different application. The “equivalence modulo input” (EMI) approach [30] tests compilers by modifying existing tests, i.e., programs, into new test. Our work also learns how to create new tests from existing tests but applies to various applications beyond compilers. Several approaches improve test generation by learning from existing code which methods to call [25], [50], [51]. TestMiner differs from these techniques by improving the selection of input values instead of the selection of calls.

**Domain Knowledge for Test Generation:** Studies show that providing domain knowledge to test generators improves testing effectiveness [18], [44]. Several approaches obtain domain-specific inputs, e.g., by querying web sites [35], [46], web services [7], or semantic knowledge graphs [34]. All these techniques require querying the internet for retrieving values. To the best of our knowledge, TestMiner is the first offline technique to suggest domain-specific input values.

**Learning from Existing Source Code:** Existing work exploits natural language information in source code, e.g., to detect programming errors [31], [38] and suboptimal identifier names [4], [24], to cluster software systems [15], to infer specifications [56], and to find inconsistencies between code and comments [49]. Our work also exploits domain knowledge encoded in natural language, specifically in identifier names, to improve testing. Other work on learning from existing code includes learning a statistical language model for code completion [43] and applying information retrieval to the problem of bug localization [26], [29], [41], [42], [57].

**V. Conclusion**

Test generation is a challenging problem, and finding suitable input values is an important part of this challenge. Our work presents TestMiner, a new approach that learns from a large corpus of existing tests which input values to use in newly generated tests based on the domain of the tested software. The approach combines static analysis and information retrieval to extract input values, to index them based on the context in which they occur, and to provide values suitable for a specific domain to a test generator. Our evaluation shows that TestMiner improves test coverage from 57% to 78%, on average over a set of 40 classes that challenge state-of-the-art test generators. The approach scales to thousands of analyzed projects, efficiently responds to queries for input values, and generalizes beyond the software analyzed as part of the corpus. The TestMiner approach provides a simple querying interface that enables existing test generators to benefit from domain-specific input values with little effort.